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E-mail: mbrown@lanl.gov

Abstract

Urban parameterizations developed for use in mesoscale meteorological models
are described.  These parameterizations attempt to account for the area-average
effect of drag, turbulence production, heating, and surface energy budget
modification induced by buildings and urban landuse. Some insights garnered
through field observations regarding the urban influence on local meteorology
are given, including short descriptions of the urban heat island and urban
roughness. A brief survey of prior work on mesoscale modeling of urban areas is
presented.  Finally, problems that arise when implementing or validating the
urban canopy parameterizations are discussed.

1.  Introduction

Cities impact the local weather by perturbing the wind, temperature,
moisture, turbulence, and surface energy budget fields.  Buildings alter
the wind, produce turbulent eddies, create shade, and trap heat.  The
urban  fabric – made up of such materials as concrete, asphalt, and steel –
stores and releases heat differently than rural areas.  Energy consumption
related to home and office heating and cooling, manufacturing, and
transportation releases heat to the urban environment.  Cities in arid
environments may be wetter than their surroundings due to high water
use, while cities in humid environments may be dryer due to replacement



of natural vegetation with urban materials.  Urban-rural thermal
differences can lead to generation of winds.

Numerous investigations have shown that buildings and urban landuse
significantly modify the micro- and mesoscale flow fields (e.g., see
reviews by Bornstein [1] and Hosker [2]).  Accounting for the urban
impact on atmospheric dynamics and thermodynamics is important for
many applications, e.g., urban photochemical modeling, plume transport
and dispersion, wind loading on buildings studies, urban design and
energy usage studies, thermal comfort level evaluations, global warming
assessments.  For example, a plume trajectory may be modified by urban
heat island circulations, the transport speed may be reduced due to
building-induced drag, and vertical mixing might be enhanced as a result
of heat island convection or building-created turbulence. For air quality
applications and accidental release scenarios, mesoscale numerical
models are often used to provide meteorological fields to air chemistry
and puff dispersion models or boundary conditions to higher resolution
models.  Since mesoscale models do not have the spatial resolution to
directly simulate the fluid dynamics and thermodynamics in and around
urban structures, urban canopy parameterizations are sometimes used to
approximate the drag, heating, radiation attenuation and enhanced
turbulent mixing produced by the sub-grid scale urban elements.

In this chapter, we will focus on current methods for incorporating
urban effects into mesoscale models.  We will cover techniques for
incorporating drag and turbulence production into the flow equations and
modifications to the surface energy budget and heat equation to account
for urban influences.  We will distinguish between methods intended for
use above the urban canopy from those intended to be used within the
canopy.  By necessity, we will present a short review of urban effects on
mesoscale flows and will give references to more thorough reviews.  We
will end with a section on implementation and practical difficulties
associated with the urban parameterizations, namely parameter
specification and model validation issues. We will not cover the specifics
of atmospheric dispersion in urban environments.  We point the
interested reader to very good reviews of urban impacts on dispersion by
Hanna and Chang[3], Hanna et al.[4], Hosker[5], Yamartino et al.[6], and
Brown and Streit[7].



2.  Urban canopy impact on mesoscale flow

In the 1960’s and 70’s, the atmospheric sciences community began
looking seriously at how cities impact the natural climate system (e.g.,
Chandler[8], Daigo and Nagao[9], Landsberg[10], Oke[11]).  In the
1970’s a number of groundbreaking urban field experiments were
conducted, partially in response to air quality concerns in large
metropolitan cities  (e.g., Bornstein[12], Clarke[13], Ludwig[14], Oke
and East[15], Angel et al.[16], Ackerman[17]).  Likewise, in the late 60’s
and early 70’s, computer models were first being used to understand the
dynamics of urban-induced circulations and heating patterns (e.g.,
Myrup[18], Atwater[19], McElroy[20], Bornstein[21]).  Based on these
field experiments and numerical model results, the urban climate system
was found to be multi-dimensional and complex with numerous feedback
mechanisms between components.  Explanations were hypothesized as to
why many cities were warmer at night than the surrounding rural areas
(coined the “urban heat island”) and urban-scale flow patterns were found
that were associated with these thermal differences.  In addition, it
became apparent that the drag and turbulence created by the “roughness”
of buildings were large enough to reduce the strength of the mesoscale
wind and enhance boundary-layer-scale mixing.  In the next two sub-
sections, we give short reviews of the so-called urban heat island and
urban roughness effects.  Our main purpose here is to identify the general
flow features and mechanisms that are important to simulate and/or
account for in mesoscale models.  More complete accounts can be found
in the excellent reviews by Oke[22] on the urban surface energy budget,
by Bornstein[1] on urban circulation and thermodynamic evolution, and
by Oke[23] on urban climate modification.

2.1 Urban heat island

The well-known urban heat island phenomenon is characterized by
warmer temperatures in the city as compared to the surrounding rural
area.  Generally, the heat island occurs at night and results because the
rural area cools faster than the urban area.  Urban heat islands can induce
thermodynamically driven urban-scale flows.  In calm or low wind



conditions, the warmer air in the
city core rises, pulling air near the
surface radially inwards (Fig. 1).  A
radially outward return flow may
develop aloft. A dome of heated air
often forms above the city.  For
slightly stronger ambient winds, a
plume of heated air may extend
downstream of the city.

Figure 2 shows temperature
measurements at the surface for
Okayama City, Japan and reveals
the urban heat island signature.
Temperatures are highest near the
core of the city, where buildings
are tall and urbanization is dense.
Temperature differences of up to
10-12 K have been measured
across large cities (Oke[23]). The
vertical structure of the urban heat
island often shows a several
hundred meter well-mixed layer, as

Figure 1.  Illustration of urban heat island circulation during calm wind
conditions.  Pressure differences resulting from warmer temperatures in

the city and cooler temperatures in the surrounding rural area lead to
thermally-driven flows.  Adapted from Lowry[24] and Liu et al.[25].

Figure 2.  Surface temperatures
observed at 21:00 local time for

Okayama City, Japan.  The hotter core
is centered over the downtown area.

From Sahashi et al.[26].



indicated in Fig. 3.  Here, a vertical
profile of temperature outside of
Sendai, Japan shows a deep stable
layer, while the profile over the city
reveals that the air temperature is
uniform up to 50 meters and is
warmer near the surface relative to
the rural profile.  Vertical profiles of
the average of many urban-rural
temperature difference measure-
ments are given in Fig. 4 for the
cities of New York, Christchurch,
and Montreal.  The profiles show a
heated region extending from the
surface to between 300 and 800
meters above the cities.

There have been fewer field
measurements of the thermo-
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Figure 3.  Nighttime temperature
profiles at urban and rural sites

reveal the heat island well-
mixed layer.  Adapted from

Saitoh et al.[27].
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Figure 4.  Average urban-rural temperature difference as function of
height for 3 cities near sunrise.  Adapted from Tapper[28].



dynamically-driven winds, in part because of the difficulty of separating
the large and small scale components of the wind circulation.
Climatological averages of surface wind sensor data in St. Louis, USA
(Shreffler[29]) and Bochum, Germany (Kuttler and Romberg[30]) reveal
radial inward motion (Fig. 5).  These climatological averages were
obtained during low wind speed conditions and in the former case by
subtracting off the assumed prevailing wind components.

Although urban heat island intensity as measured by the maximum
temperature difference between urban and rural sites correlates well with
population, Oke’s[31] review of existing measurements showed that
European and North American cities collapsed onto two different curves
(Fig. 6).  Further analysis suggested that the difference was caused by the
relatively taller buildings in the core of American cities.  Figure 7 shows
the urban heat island intensity plotted as a function of building height-to-
width ratio, one measure of urban density.  It should be pointed out that
these data are for calm wind and cloudless conditions.

St. Louis Bochum

Figure 5.  Urban heat island induced winds over St. Louis, USA and
Bochum, Germany.  Adapted from Shreffler[29] and Kuttler and

Romberg[30].
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Although the measurements
tend to collapse fairly well,
results from numerous studies
suggests that the formation and
evolution of the urban heat island
is complicated, dependent on a
number of competing factors.
For example, Fig. 8 indicates that
the urban–rural temperature
difference is a strong function of
wind speed.  If the winds are too
strong, the heat can be advected
away faster than it can be
replenished by the city.  In fact,
Oke and Hannell[32] proposed
that there is a critical wind speed
above which urban heat islands
do not form.  They found that the
critical wind speed Uc was a
function of population P:

Uc = 3.4 log P – 11.6 . (1)

Relationships like those shown in
Figs. 7 and 8 and eqn. (1) will be
useful for direct testing and
validation of mesoscale meteoro-
logical model results and indirect
testing of the urban parameteriza-
tions.

Differences in the surface
energy budget between urban and
rural locales are suspected of
being primary factors in the
formation of the urban heat
island. The energy balance in a

Figure 6.  Measurements of urban
heat island intensity as function of
population showing differences in
European and N. American cities

(adapted from Oke[31]).
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Figure 7.  Measurements of urban
heat island intensity as function of

building height-to-width ratio
(adapted from Oke[31]).



control volume containing the urban canopy can be written as (Oke[22])
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where Q* is the net radiation, QF is the anthropogenic heat flux, RL↓  and
RL↑  are the downward and upward longwave radiation, respectively,
R S ↓  and R S↑  are the downward and upward shortwave radiation,
respectively, ∆ RL is the net longwave radiation, (1-α )RS↓  is the net
shortwave radiation, α  is the surface albedo, QH is the sensible heat flux,
QE is the latent heat flux, ∆QS is the energy storage in the canopy, and
∆QA is the advection of energy into and out of the control volume. The
net radiation represents the amount of energy coming into (Q* > 0) or out
of (Q* < 0) the canopy from short and longwave sources.  The energy

associated with the net
radiation and the anthropo-
genic heat flux is partitioned
into the sensible heat flux
(heats or cools the air),
latent heat flux (evaporates
water or condenses water
vapor), energy storage (heats
or cools  urban surfaces),
and advective heat flux
(represents the energy
transported by the wind into
or out of the canopy
volume).   Later in Section
3.5 we will discuss eqn. (2)
in more detail and present a
slightly different form that
we feel is more useful for
mesoscale meteorological
model implementation.
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speed (adapted from Oke[33]).



Figure 9 shows a diurnal cycle of surface energy fluxes for a suburban
and a rural site in Vancouver.  A number of major differences are
apparent.  First, the latent heat flux QE is much larger during the daytime
at the rural site, indicating that the rural surface has more moisture than
the suburban surface.  Second, the canopy storage term ∆QS is much
larger during the daytime at the suburban site, implying that the suburban
canopy has more energy storage capacity.  Third, the sensible heat flux
QH remains positive for a few hours after sunset at the suburban site and
the canopy storage term ∆QS  reverses sign at night (i.e., the canopy mass
gives off energy to the atmosphere) becoming relatively large in
magnitude at the suburban site.  This additional input of energy into the
atmosphere helps to explain why the rate of cooling at night is smaller in
the urban area and why temperatures would be warmer there.
Additionally, the lack of a strong heat island during the daytime, which
one might expect due to the small fraction of the net radiation Q* that
goes into latent heating in the suburban area, is partially explained by the
relatively large fraction of net radiation that goes into heating the canopy
elements (∆QS), thereby reducing the amount of energy that goes into
heating the air (QH) in the suburban area.

Oke[22] lists seven (sometimes competing) causes for why cities may
become warmer than the surrounding rural areas: 1) decreased longwave
radiation loss due to reduced sky factor (i.e., the building walls trap, or
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Figure 9.  Surface energy balance measured over 30 days during the
same time period at suburban and rural sites in Vancouver, BC

(adapted from Oke[22]).



intercept, infrared radiation trying to escape up into the sky); 2) increased
downward longwave radiation from the warmer air above the city (this
may be due to trapping and re-emission from polluted layers aloft and/or
from heat-island-induced vertical advection of warm surface air above
the city); 3) increased shortwave absorption (the “bulk” albedo of urban
areas is usually smaller than rural areas, possibly resulting from a
combination of more surface area due to building walls and trapping of
reflected solar radiation onto other urban surfaces due to canyon
geometry); 4) decreased evapotranspiration due to less vegetation and
moisture availability (this results in more energy going into heating the
air and the canopy elements and less into latent heating of moisture); 5)
anthropogenic heat input; 6) increased heat storage by canopy elements
and 7) reduced heat transport (within the urban canopy the wind speeds
and turbulent mixing are generally smaller).

Although decreased urban evapotranspiration, the anthropogenic heat
flux, and the urban heat storage are major factors in the development of
the urban heat island, it is difficult to draw general conclusions and the
exact nature is site and time specific. For example, Oke[22] indicates that
urban heat island development is a function of season (e.g., the
anthropogenic heat flux increases in the winter for many northern latitude
cities), the weather and local mesoscale flows (for example, seabreezes
will interact with heat island development in coastal cities), local
construction materials, local watering practices (for example, in
downtown Mexico City it is common for the sidewalks to be cleaned
every morning by hosing them down with water), and surrounding rural
land use (e.g., rural areas surrounding arid southwestern U.S. cities will
cool at a different rate than moist forest-covered midwestern and Atlantic
seaboard cities).   

Many of the factors cited above by Oke[22] are site and time
dependent and have feedbacks with each other and with the flow field.
Hence, it would be difficult to obtain universal functions for urban heat
island intensity except for idealized cases.  For modeling purposes, the
individual factors need to be addressed in a robust way so that they
interact reasonably.  Several of the factors cited above are a strong
function of the building height-to-width ratio (e.g., longwave radiation
loss, shortwave absorption, wind speed, turbulent mixing) - which helps



to explain the strong dependence of urban heat island intensity on  urban
density (see Fig. 7).  For broad application in different urban
environments, a mesoscale meteorological model should have urban
canopy parameterizations capable of capturing the effects of urban
density as a function of landuse type, for example.  In Sections 3.4 and
3.5, we present methods that have been used to approximate the effect of
the urban canopy on heat transport and the surface energy budget in
mesoscale models.  Next we look at another manifestation of the city on
the atmosphere: urban roughness.

2.2 Urban roughness

From the macroscopic viewpoint, cities can be thought of as rough
surfaces.  When flying high over a city and looking down,  one can
understand why buildings are often considered to be surface roughness
elements.  Mesocale models “see” the world similarly.  With grid sizes on
the order of kilometers, buildings are not resolved and hence are often
parameterized as surface roughness.

Increased surface roughness, generally associated with urban areas,
leads to greater frictional momentum loss and increased turbulent fluxes
of heat, momentum, and moisture. The review by Bornstein[1] reports
that several field studies show wind speed deficits generally exist in
urban areas, while turbulence levels are generally elevated.  For example,
the climatological annual mean wind speed for an expanding city in
Russia decreased over time from 3.9 m/s in 1945 to 2.6 m/s in 1971.  An
elegant study by Hogstrom et al.[34] illustrates the impact of the urban
area on the vertical profile of wind speed (Fig. 10).  By placing an
instrumented tower at the urban-rural interface and doing conditional
sampling based on wind direction, average wind speed profiles were
obtained for both urban and rural fetch wind directions. It is expected that
the reduction in wind speed by surface roughness will be offset somewhat
by the speed up of the wind associated with the urban heat island
circulation.

Surface measurements analyzed by Bowne and Ball[35] revealed that
urban turbulence levels in Fort Wayne, Indiana were 30 to 50% higher
than rural levels.  Bornstein[1] found that surface measurements in and



around New York City of
the standard deviation of the
horizontal wind direction σθ,
a measure of turbulence
intensity, indicated that
values in the city were from
2 to 2.5 times greater than
those in rural areas.
Analysis of horizontal
traverses over St. Louis by
Godowitch[36] showed that
the vertical velocity variance
was about 50% larger as
compared to outlying rural
areas.  It should be pointed
out that these results include
both the effects of urban
heat island and roughness
induced turbulence.

Wind-tunnel studies can
isolate the surface roughness

effect on  wind and turbulence profiles.  For example,  Pendergrass and
Arya[37] found that the mean velocity and Reynolds shear stress profiles
for smooth surface and block roughness boundary layers were
significantly different (Fig. 11).  Theurer et al.[38] have performed a
number of experiments over different configurations and shapes of
building roughness elements.  They found that wind speed and turbulence
profiles above building rooftop are strongly impacted by the particular
arrangement of buildings.

The studies cited above will be helpful in evaluating the wind and
turbulence fields produced over cities.  However, to understand the
details of the parameterizations associated with urban roughness, it will
be helpful to “zoom” down to the microscale and look explicitly at the
flow fields around groups of buildings.

Numerous examples exist showing that wind flow patterns and
turbulence mixing are dramatically altered around groups of buildings
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(e.g., Hosker[2]).  Figure 12 depicts wind vectors and turbulence levels
measured in a wind-tunnel around a rather simplified array of wide
buildings.  The measurements reveal vortices that form between the
buildings in the street canyons, a jet region and recirculating flow above
the first building rooftop, elevated turbulence levels above rooftop, and
low turbulence levels in the street canyons. For rectangular buildings of
equal height, the nature of the flow around the buildings is a function of
the building width-to-height ratio.  As summarized by Oke[22], a single
vortex develops between buildings for skimming flow (w/h < 1), two
counter-rotating vortices may develop for wake interference flow  (w/h ~
1.5), and for isolated roughness flow (w/h > 3) the flow field looks
similar to the single building case (Fig. 13). Significantly more
complicated flows can develop for groups of narrow buildings, for
variable spacing between buildings, for buildings of different heights and
shapes, and for different approach flow angles.

Few detailed mean and turbulence flow measurement campaigns have
been performed within the real urban canopy. Roth[40] summarized
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results above the canopy layer
in the so-called roughness sub-
layer from 12 field experiments.
He found that relationships
derived from the logarithmic
wind profile (see Section 3.2.2)
described the data fairly well
above the canopy height.
Rotach[41] obtained a unique
dataset containing vertical
profiles of mean wind and
turbulence statistics within and
above an urban canopy in
Zurich, Switzerland.  Figure 14
shows mean wind and turbulent
kinetic energy profiles averaged
o v e r  m a n y  d a y s  o f

measurements.  An inflection point is apparent in the mean wind profile,
a signature of many vegetative canopy velocity profiles.  Oikawa and
Meng[42] measured mean wind and turbulence profiles in a suburban
area in Sapporo, Japan that were in qualitative agreement with the

Figure 12.  Wind vector and turbulent kinetic energy fields measured
along centerline around a 2-d building array in the USEPA

meteorological wind tunnel (Brown et al.[39]).

width

height

Figure 13.  Flow regimes as function
of width-to-height ratio: a) isolated
roughness flow (w/h > 3); b) wake
interference flow  (w/h ~ 1.5); c)
skimming flow (w/h < 1) (from

Oke[22]).

a)

b) c)



measurements of Rotach[41].  They found that the Reynolds shear stress,
a measure of the vertical turbulent momentum flux, peaked at about 1.5
times the canopy height.

As we have shown in this section, buildings act as a sink for
momentum and result in a net loss of wind speed (see Section 3.2.1).  The
strong gradients in the wind produced by the buildings results in
enhanced mechanical production of turbulence in the shear zones.  The
vertical variation of the area-average wind speed and tke is of course
highly dependent on the arrangement, relative heights, and shapes of the
buildings.  For some applications, urban roughness parameterizations
developed for mesoscale models should account for area-averaged drag
and turbulent mixing effects and possibly be a function of the building
geometry and configuration.  In the next section, we discuss methods that
have been developed for incorporating urban effects into mesoscale
models.

0.5 1.0 1.5 2.0

0.0

0.5

1.0

1.5

2.0

U(z)/U(hc)

z/
h c

| |

| |

| |

|

0 1 2 3 4 5

0.0

0.5

1.0

1.5

2.0

tke/Ur
2

z/
h c

34

36

11

8

30

12

Figure 14.  Average wind and turbulent kinetic energy profiles measured
in a street canyon in Zurich (Rotach[41]).  hc is canopy height.  Range

and number of measurements are included on the tke plot.



3.  Accounting for urban canopy effects in
mesoscale models

In this section, we will describe several different methods for including
urban canopy effects in mesoscale models.  Although we will cover the
more traditional methods (e.g., increasing the aerodynamic roughness
length, altering the landuse properties), we will bias our discussion
towards slightly more detailed approaches.  However, we will not be
focusing on microscale models in which the effects of buildings are
explicitly accounted for, e.g., Arnfeld’s[43] energy budget and radiation
balance model, Murakami’s[44] computational fluid dynamics models for
flow around buildings.  Rather we are looking at methods that attempt to
parameterize the bulk, or area-average, effects of the urban canopy layer
for use in mesoscale models.  The “area-average” concept is a key one.
We are not interested in simulating the details of what happens on
particular street corners, but rather we want to compute the bulk effects
of buildings and urban landuse over many square blocks, i.e., over a
mesoscale grid cell which is typically on the order of kilometers in the
horizontal dimension.  In addition, we are assuming that the mesoscale
model will have adequate resolution to resolve the canopy layer (if a
model’s first layer is hundreds of meters above ground level, then
detailed urban canopy parameterizations would probably not be as
beneficial).

Of course, the utility of the urban parameterizations will depend on
the model and the model physics being used, so that some of the
parameterization methods will not be applicable. For example, a
diagnostic wind model may not be able to directly utilize the drag
coefficient approach to account for the reduction in wind speed due to
buildings.  Or, a prognostic mesoscale code using empirical equations for
the eddy diffusivity would most likely not be able to incorporate the
turbulent kinetic energy production methods described below.
Components of these parameterizations should be useful, however, for
many of the operational and research mode mesoscale models that are in
use today, e.g., COAMPS, FITNAH, HOTMAC, MEMO, MERCURE,
MM5, OMEGA, RAMS.  Below, we will discuss methods for
incorporating urban effects into the momentum, turbulent transport, heat,
and surface energy budget  equations.  First we give a brief overview of



past research work where urban parameterizations have been
incorporated into mesoscale and boundary-layer models.

3.1 Summary of urban parameterization modeling efforts

Myrup[18] was one of the first to numerically model the details of the
urban energy budget.  Surface energy balance equations similar to (2)
were solved numerically, while atmospheric conditions were prescribed
(i.e., prognostic equations for the atmospheric flow field were not
solved).  Urban values of the roughness length z0, the ground albedo α,
the soil heat capacity Cp, the soil conductivity ks, and relative humidity
were required to specify the surface energy fluxes.  Using this simple
model, Myrup[18] was able to simulate reasonable urban-rural
temperature differences and found that reduced evaporation and increased
roughness in cities, the thermal properties of urban materials, and the
wind speed were major factors in determining the strength of the heat
island.  Without prognostic equations for the atmospheric dynamics,
however, he was not able to look at the feedback mechanisms between
the flow field and the surface energy budget.  More recent work (e.g.,
Oke et al.[46], Mills [47]) has incorporated urban canyon influences on
the urban energy budget, including shadowing, multiple long- and
shortwave reflections off walls and ground surfaces, and heat flux from
building interiors.  Oke et al.[46] found that the building spacing (width-
to-height ratio) and the thermal properties of the urban canopy were
controlling variables for urban heat island intensity.

Delage and Taylor[47], Bornstein[21] and Vukovich et al.[48]
numerically simulated the urban heat island circulation using the
atmospheric conservation equations for mass, momentum, and heat.
They did not solve a surface energy budget equation, but rather defined
different surface temperatures or cooling rates for the urban and rural
areas in the modeling domain. Urban effects were captured through the
roughness length z0 and the specified urban-rural temperature differences.
Model simulations were found to reproduce many of the characteristics of
the urban heat island circulation.  For example, in the 2-d simulations
performed by Bornstein[21], a critical upstream wind speed was found
that resulted in either faster or slower winds over the urban area, a result
of the dual competing effects of urban roughness-induced drag and



thermally-induced winds.   In 3-d simulations, Vukovich et al.[48] found
cyclonic inflow around the heat island for low wind speeds.  They found
that as the ambient wind speed increased, the urban heat island intensity
decreased and the length of the downwind thermal plume increased.
Although much was learned about the development of urban heat island
circulation, they were not able to study the feedback mechanisms
between different components of the energy balance and the flow field.

Some of the first simulations performed using linked atmospheric
flow and surface energy budget equations were performed by
Atwater[19] and McElroy[20].  Although the simulations were 2-d,
steady-state in the case of McElroy[20], and included no advection in the
case of Atwater[19], they were able to look at how the surface energy
budget modified the wind fields, how the modified wind fields changed
the surface energy budget terms, and so forth.  In both cases,
anthropogenic heat flux terms were added to the surface energy budget
and urban-specific ground albedo, roughness length, thermal diffusivity,
density, and heat capacity were defined.  The effect of urban-induced
drag and mixing were accounted for through the roughness length
parameter.  McElroy[20] found reasonable agreement between the
model-computed thermal structure in the boundary layer and
experimental measurements. Atwater[19] also included the effects of
radiatively-active pollutants in the surface energy budget and introduced
a moisture availability term for computing the latent energy flux term.
Although the pollution layer was shown to reduce incoming solar
radiation, Atwater[19] found that the physical properties of the surface
were more important in the creation of the urban heat island .

2-d and full 3-d mesoscale atmospheric simulations utilizing surface
energy budget equations and the roughness length approach have been
performed over urban areas by a number of modelers, e.g., Hjelmfelt[49],
Schultz and Warner[50], Byun and Arya[51], Kimura and Takahashi[52],
Saitoh et al[27], Mochida et al.[53], Carissimo[54], Kitada et al.[55],
Hafner and Kidder[56], Taha[57], Perez-Garcia and Nickerson[58]. They
have performed simulations in St. Louis, Los Angeles, El Paso, Tokyo,
Paris, Nagoya, Atlanta, and Mexico City with reasonable success. Using
a larger roughness length to account for the urban influence on drag and
eddy diffusivity and incorporating the anthropogenic heat flux into the
surface energy budget, several of the investigators were able to simulate



qualitatively reasonable looking urban heat islands. As will be discussed
below in Section 3.2, these simulations did not capture the flow dynamics
within the urban canopy.  In addition, they did not account for the effects
of radiation attenuation, trapping, and emission due to buildings.

Sorbjan and Uliasz[59] were among the first to incorporate urban-
canopy induced drag and turbulence production directly into the fluid
dynamics equations (as opposed to the roughness length approach which
is incorporated through boundary conditions).  They introduced a drag
term into the horizontal momentum equations and a turbulent generation
term into the eddy diffusivity profile formula.  Using this approach they
were able to compute the flow fields within the urban canopy.  Also
unique to their study was the introduction of a turbulent generation term
associated with vehicles and the adaptation of Atwater’s[19] radiation
scheme to account for pollution on the development of the urban heat
island.

Based on forest canopy parameterizations of Yamada[60], Williams et
al.[61] included urban-induced drag and turbulent production terms into a
mesoscale model with a q2-l turbulence closure.  Like Sorbjan and
Uliasz[59], they included a drag term in the horizontal momentum
equations, but also included a turbulence production term in the turbulent
kinetic energy (q2/2) equation.  In addition, as outlined in Brown and
Williams[62], the radiation attenuation due to the urban canopy was
crudely accounted for in the surface energy budget while the heat flux
from rooftops and vertically-distributed anthropogenic heat sources were
included in the heat conservation equation.

Recently, a number of researchers have developed similar urban
canopy parameterizations with different levels of complexity for k-ε
turbulence closure models.  Maruyama[63], Urano et al.[64], and Ca et
al.[65] have all included the urban canopy drag term in the momentum
equations.  Maruyama[63] included urban-induced drag terms in the
turbulent kinetic energy (k) and the turbulent dissipation rate (ε)
equations as well.  The surface energy balance was ignored however.
Urano et al.[64] included drag and turbulence production terms in their k-
ε mesoscale model and solved an energy balance equation at the ground
surface.  Like Brown and Williams[62], they added a vertically-varying
anthropogenic heat flux term to the heat equation as well.  Ca et al.[65]
did not add urban production terms to the turbulent kinetic energy or



dissipation terms, but like Maruyama[63] did include an effective air
volume term in the mass, momentum, heat, turbulent kinetic energy, and
dissipation equations.  The effective air volume term accounts for the
reduced air volume in the grid cells within the urban canopy.  Ca et
al.[65] included a detailed radiation balance model accounting for
shading and multiple reflections of long and shortwave radiation off of
building walls and streets in their surface energy budget model.  They
also included a building air conditioning model to explicitly account for
heat emissions and feedback between urban temperature and air
conditioning usage.

3.2 Drag

The drag force induced by buildings and other obstacles in the urban
environment results in a transfer of momentum out of the bulk flow and a
reduction in the area-average wind speed (see Section 2.2).  A number of
different methods have been used in mesoscale and boundary-layer
modeling in order to account for the drag effect.  In this section, we will
look at three methods that cover a range of complexity: the popular
roughness length approach in which the wind profile is modified in the
lowest grid cell through boundary conditions; a straightforward
attenuation approach in which the wind profile is modified through the
canopy layer using empirically-derived formulae; and a drag formulation
which gets incorporated into the prognostic momentum equations.  First
we begin with a definition and derivation of the drag term.

3.2.1  Drag force definition
The drag force is the force that a fluid exerts on a solid (e.g.,
Whitaker[66]).  The solid may be the earth’s surface, buildings, trees, a
car, an airplane, among other things.  The drag force on an object is in the
same direction as the mean flow (in addition, there may also be a lift
force that develops off-angle to the mean flow depending upon the
geometry of the obstacle).  The drag is typically divided into form, or
pressure, drag and frictional, or viscous, drag.  Form drag is a result of
the pressure differential that forms around objects when enveloped in a
flow field (usually the front face of an obstacle has a high pressure
associated with the flow impacting the front surface and the back face has



a low pressure that is a function of whether or not flow separation occurs
on the back side).  The frictional drag is a result of mixing of momentum
in a direction normal to the surface of the object.  The fluid elements
closest to the object “stick” to the surface, shear layers develop, and
either molecular or turbulent diffusion transports the slow moving fluid
away from the obstacle resulting in momentum loss around and
downstream of the solid object.

By definition, the drag force FD on an obstacle is the integral of the
pressure and viscous forces over the surface of the obstacle (e.g.,
Panton[67]):

F n P n dSD x i ixx
= −∫ τ , (3)

where x is the direction of the flow, nx is the unit normal vector parallel
to the flow, P is the pressure (or perturbation pressure), ni is the unit
normal vector perpendicular to the surface, and τ ix is the shear stress
term.  For laminar flows, τ ix represents molecular viscous forces while for
turbulent flows it includes the turbulent Reynolds shear stresses.

As a body force, the drag force term can be added to the right hand
side of the atmospheric fluid flow momentum conservation equation:
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where ρ is the fluid density, Ui is the mean velocity in the ith direction,
D Dt t U xj j( ) / ( ) / ( ) /= +∂ ∂ ∂ ∂  is the total derivative, P is the pressure,

g is the gravitational acceleration term, δi3 the Kronecker delta function,
Ω is the angular velocity of the earth’s rotation, εijk is the permutation
tensor, η j is the unit vector parallel to the earth’s axis of rotation, τ ij the
shear stress tensor, and δV a unit volume.  FDi is defined to be positive in
the direction opposite to the mean flow Ui.  For incompressible flows, the
shear stress tensor τij can be written out in turbulent and viscous
components, i.e.,
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where ui is the pertubation from the mean velocity, the < >’s represent an
ensemble average, <uiuj> is the Reynolds turbulent shear stress term, and
µ is the molecular viscosity.

The non-dimensionalized form of the drag force, called the drag
coefficient CD,  is obtained by dividing the drag force by the mean kinetic
energy of the flow and the cross-sectional area of the obstacle:
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U A
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D= 1
2 0

2ρ
. (6)

For idealized flow conditions and obstacle shapes, analytical solutions for
CD can be obtained (e.g., Panton[67]).  For more realistic flow conditions
and obstacle shapes, CD is determined experimentally (e.g., Hoerner[68]).
Assuming one knows CD for a given obstacle and flow condition, the
drag force imparted by the obstacle on the flow can be computed with
additional knowledge of only a reference velocity U0 and the cross-
sectional area of the obstacle A.

3.2.2  Aerodynamic roughness length approach
Drag due to the urban surface is commonly accounted for in mesoscale
models by modifying the surface roughness parameter associated with the
lower boundary conditions of the model.  Many mesoscale codes using
Monin-Obukhov similarity relationships for defining the turbulent fluxes
and/or the mean flow variables at the lowest grid cell above the surface.
One of the parameters in the Monin-Obukhov similarity relationships is
the aerodynamic roughness parameter z0 which influences the gradients
of the flow variables and the magnitude of turbulent mixing at the
surface.

Monin-Obukhov similarity states that the wind shear in the surface
layer is a function of a velocity scale and two length scales (e.g.,
Arya[69]), i.e.,
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where U is the mean wind velocity in the
direction of the wind, z is the height
above ground, u* is the friction velocity
(u*

2 = <uw>0), u and w are the horizontal
and vertical velocity pertubations,
respectively, k is von Karman’s constant
(0.4), φ m is a stability-dependent,
empirically-determined function that
relates the turbulent shear stress to the
mean velocity gradient, and L is the
Obukhov length that pertains to the
relative importance of shear and
buoyancy effects in the surface layer.

Integrating eqn. (7) from U=0 to
U=U(z) and assuming the turbulent
momentum flux is constant within the
surface layer, one obtains the
logarithmic velocity profile:
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where z0 is the roughness length and ψ m are stability-dependent
corrections to the mean velocity profile.  The roughness parameter z0 can
be thought of as the height above the surface at which U goes to zero.
Figure 15 shows how the mean velocity profile changes with z0 given a
constant u* and neutral conditions.   

For very rough surfaces, such as urban and forested areas, a
displacement height d is needed for the logarithmic profile method to
work.  That is, the surface reference plane should be moved up off the
ground to some fraction of the roughness element height h:
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Arya[69] showed how z0 relates to the drag coefficient by equating the
surface stress τ0 to the mean wind speed at a reference height zr through a
drag relation:

τ ρ0
2= C U zD r( ) (9)

Assuming neutral stability, substituting u*
2 for τ0/ρ and eqn. (8) for U(zr),

and rearranging, Arya[69] obtained:
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Hence, as the roughness length increases, the frictional drag increases as
well (fig. 16).

In practice, the roughness length is incorporated into mesoscale
simulations in one of two ways.  In many mesoscale codes the velocity at
the first grid level above the surface is specified as a boundary condition
using the logarithmic velocity profile eqn. (8).  In this approach, the
effect of surface roughness is transmitted directly through the boundary

condition to the velocity field.
Alternatively, some codes prognostical-
ly compute the velocity at the first grid
level using the momentum conservation
equations and use eqn. (7) as a
boundary condition to specify the wind
shear in the Reynolds shear stress
computation at the lowest grid cell. The
roughness length z0 is used to compute
u*. using eqn. (8), which is then used to
determine the wind shear boundary
condition.  In a similar way, the
roughness length also influences the
boundary condition computations of
the heat and moisture fluxes, which are
d e r i v e d  f r o m  Monin-Obukhov
similarity as well (see Section 3.5).

The advantage of the aerodynamic
roughness approach is that it is easy to

Figure 16.  Variation of drag
coefficient CD with roughness
length z0 at different heights

according to eqn. (10).
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implement and considerable information is available for specifying z0 and
d as a function of landuse type.  Simple formulae have been developed
that relate z0 and d to the canopy element height hc (e.g.,  Plate[70]):

z0 = 0.15 hc   and (10a)

d = hc . (10b)

In reality, z0 and d are functions of canopy element (e.g., building, tree,
bush) spacing, shape, stiffness, relative heights, etc.  For example, wind-
tunnel experiments by Hall et al.[71] show that closely spaced buildings
have a larger displacement height than widely spaced buildings and the
roughness length initially increases as the building density increases and
then decreases beyond a critical density (Fig. 17).  Early work by
Letau[72] provided a relationship for z0 that considered the frontal area
density λf:

z0 = 0.5 hc Af/Ad = 0.5 hc λf , (11)

where Af is the total frontal area of the obstacles and Ad is the total area
covered by the obstacles.  This expression was found to be valid for small
λf (< 20 to 30 percent), i.e., for sparsely populated building arrays.
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square and staggered arrays (adapted from Hall et al.[71]).



Raupach[73], Bottema[74], McDonald et al.[75], and Duijm[76] derived
relationships for z0 and d incorporating the sheltering effect of building
obstacles which are valid over a wider range of λf.   For example,
McDonald et al.[75] proposed the following:
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where λp is the plan area density (plan view area of obstacles divided by
total plan area) and A is a constant that depends on obstacle arrangement.
McDonald et al.[75] found that A=4.4 and 3.6 worked well for staggered
and aligned arrays of square blocks, respectively.  Although it is not clear
which formulae are “best”, we direct the reader to careful evaluations that
have been carried out by Grimmond and Oke[77] and Duijm[75].

There are a number of disadvantages to the aerodynamic roughness
approach which might be problematic depending on the application.
First, the lowest height at which winds can be computed with the
logarithmic formula is at the displacement height d (typically a large
fraction of the urban canopy height).  This provides problems when one
is interested in what happens at street level (e.g., street-level dispersion,
surface heat fluxes).  So, in fact, when a modeler presents results of
winds at the lowest level using a roughness length approach as described
above, these winds are actually at or above the building rooftops. A
second disadvantage is that the horizontally-homogeneous condition used
in the Monin-Obukhov similarity theory is not satisfied  within and for
some distance above the urban canopy.  Plate[70] reported that field
experiments above vegetative canopies showed that the logarithmic
profile was valid for z > 2hc. For an urban canopy, Roth[40] found that
above 2.5hc Monin-Obukhov similarity appeared to work well.  Lastly,
traditional Monin-Obukhov similarity cannot account for the inflection
point in the velocity profile (nor the elevated peak in tke) as was shown
in Fig. 14. The methods described in the next two sections attempt to
overcome these limitations.



3.2.3  Attenuation approach
Much work has been done accounting for drag within the vegetative
canopy layer.  Numerous mean wind profiles have been measured in the
within real and artificial plant canopies such as corn, wheat, orchards,
forests, wooden pegs, and plastic strips (e.g., see Cionco[78], Plate[70],
Arya[69]).   Early work by Cionco[78] included the following formula
for flow within the canopy:
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where U(z) is an area-average wind velocity, U(hc) is the wind velocity at
canopy height, and b(z) is an attenuation coefficient dependent on the
plant canopy.  In Fig. 18, eqn. (13a) is plotted for several values of b and
yields the expected sharp decay with height in the canopy, but does not
approach zero at the surface.  As presented in Pielke[79], a slightly
different formulation has been proposed that does go to zero at the
surface:
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Eqn. (13b) is also plotted in
Fig. 18 assuming that D=hc.
Note that this formulation
does not work for D less
than or equal to one.

As described in Cionco
and Ellefsen[79], these
attenuation methods can be
extended to urban canopies.
Eqn. (13) could be used as a
boundary condition in place
of the logarithmic velocity
profile (eqn. (8)) or could be
used to extrapolate below the
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Figure 18. Comparison of eqns. (13a)
and (13b) to measurements made in
vegetative canopies (after Arya[69]).



lowest grid level in coarse vertical resolution simulations.  In addition,
this approach could be easily adapted for use with diagnostic wind
models (whereas the drag approach we describe below in the next section
would be more difficult to implement). The method is straightforward,
but does require specification of the attenuation coefficient which is a
function of the canopy type and also may be a function of height.

The functional form of b(z) can be derived for several idealized cases.
Following the derivation presented in Arya[69], for steady-state,
horizontally-averaged flow within a canopy, the conservation equation
for momentum (eqn. (4)) reduces to:
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where a(z) is the effective aerodynamic canopy surface area per unit
volume of canopy (A/δV).  If one assumes that the horizontal pressure
gradient is negligible (perhaps valid near the top or above the canopy),
then eqn. (14) reduces to a balance between the gradient of the turbulent
shear stress and the drag force.  Using the mixing length hypothesis to
describe the Reynolds shear stress, i.e.,
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and assuming that Cda(z) and the mixing length lm are constant, eqn. (14)
can be integrated to yield eqn. (13a) with
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Although attenuation coefficients have been experimentally-determined
for a number of plant canopies (e.g., Cionco[78]), we are unaware of b(z)
values for urban canopies.  In addition, the assumptions that were used to
simplify eqn. (14), namely that the pressure gradient is negligible, is not
valid within the urban canopy where form drag is dominant. However,
the form of eqns. (13a-b) may still describe the horizontally-averaged
urban canopy velocity profile adequately for many model applications.



3.2.4  Drag approach
As shown in Section 3.2.1, a drag force term can be added to the
atmospheric momentum conservation equations to account for obstacle
drag.   This approach has been successfully used to parameterize the
frictional drag due to forest canopies (e.g., Wilson and Shaw[81],
Yamada[60], Liu et al.[82]) and has been used in several cases for urban
canopies (e.g., Sorbjan and Uliasz[59], Brown and Williams[62], Urano
et al.[64]).  Using the drag coefficient approach, modifications can be
made to the horizontal components of the momentum equations to
account for the area-average effect of the sub-grid urban  canopy
elements:
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where f is the Coriolis parameter, the <uiuj> are the Reynolds shear
stresses, furb is the fraction of the grid cell covered by urban canopy, a(z)
is the canopy area density (surface area of buildings perpendicular to the
wind per unit volume of urban canopy), and the other variables are as
defined in eqn. (4).  The drag force will be non-zero within the canopy
and “turn-off” at some height above the canopy in response to the canopy
area density a(z) term.  The drag formulation by Urano et al.[64] and
Sorbjan and Uliasz[59] is nearly identical to eqn. (17), except in the latter
case they lumped Cd and a(z) together and did not explicitly state that it
could vary with height.

In these approaches, it is assumed that the sub-grid buildings affect
the flow field, but do not take up any volume within the grid cell.
Maruyama[63] and Ca et al.[65] included a fractional volume term G in
the conservation equations to account for the space occupied by
buildings.  If one assumes that the building canopy actually occupies
volume within the computational domain, then this approach ensures that
mass fluxes are conserved across grid cells.  In principle, even without
the drag terms added, the flow will slow down or speed up as it travels



through grid cells with more or less air volume.   It is not clear what the
relative impact of the G and drag terms are on simulations.  Some authors
(e.g., Hirt[83]) have used the fractional volume approach to account for
the drag effect of sub-grid forest canopies and assumed that the G term
accounted for the drag, i.e., no drag force term was needed.  Porous flow
approaches are somewhat similar to the drag approach as well, adding a
frictional term to the equations that is similar in behavior to the Cd term
(e.g, Ingram et al.[84]).  Bottema and Sini[85] found that traditional
porous flow methods did not work well for urban simulations, basically
because the frictional force was too small, i.e., porous flow dynamics did
not well represent the flow within an urban canopy.

This drag method has the advantage over the roughness length
approach in that the effects of the canopy can be applied to the flow
interior, not just as a boundary condition.  As shown in Fig. 19, the model
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can account for the height variation of the wind profile within the canopy.
Figure 20 shows the impact on the mesocale flow field.  The simulation,
performed over Dallas, illustrates the wind speed reduction over the
urban area due to the drag force.  The major disadvantage with the drag
approach includes specifying the new terms that need to be incorporated
into the model, including the drag coefficient Cd, the canopy area density
a(z), and the urban grid cell fraction furb.  We discuss their specification in
Section 4.1.

3.3 Turbulence Production/Destruction

Buildings result in enhanced turbulence production in the urban
environment.  The flow blockage, isolated regions of jetting, and adverse
pressure gradients associated with the building obstacle result in flow
separation, recirculation zones, high shear, and production of turbulent
eddies.  Within the street canyon, turbulent mixing may be suppressed
due to a disconnection with the ambient airflow above.  In this section,
we will look at three methods that have been used in mesoscale modeling
for incorporating enhanced turbulent mixing due to building obstacles:
the roughness length approach; a local scaling method; and a drag
formulation. All three methods either directly or indirectly modify the
Reynolds shear stress term, often modeled as a first-order gradient
diffusion term:
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where Km is the turbulent eddy diffusivity for momentum.

3.3.1  Roughness length approach
As discussed in Section 3.2, the roughness length influences the friction
velocity (i.e., the surface layer turbulent momentum flux) through the
surface boundary conditions.  For urban surfaces, the larger roughness
length results in a larger friction velocity u* through eqn. (8).  Depending
on the turbulent closure scheme and the particulars of the boundary
condition formulation, the eddy diffusivity, the Reynolds shear stress,
and/or the velocity gradient at the lowest vertical grid level are enhanced



due to their dependence on the friction velocity.  In this way, the surface
roughness associated with urban landuse affects turbulent mixing.

Although this approach is easy to implement, it is valid only at some
height above the canopy where the flow is quasi-horizontally
homogeneous.  As mentioned in Section 3.2.2, Roth[40] found that
Monin-Obukhov similarity appeared to work well over an urban area
above 2.5hc. Using the roughness length approach, one cannot account
for the expected peak in turbulent mixing at or above the canopy height
and the reduced mixing within the street canyons. The approach has
worked well, however, for defining the general characteristics of the
urban heat island.

3.3.2  Empirical local scaling approach
Similar to the approach proposed by Cionco[78] for accounting for
canopy drag on the wind profile (Section 3.2.2), an equation describing
the vertical profile for turbulent kinetic energy, eddy diffusivity, or
Reynolds shear stress could be formulated within and/or above the urban
canopy.  Based on an extensive review of field data, Roth[40] proposed
the following formulae for a locally-scaled friction velocity u* and the
turbulence intensity in the roughness sublayer above the urban canopy:
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where σu, σv, and σw are the standard deviations of the horizontal and
vertical components of the wind velocity components and Ai is an
empirical constant (Fig. 21).  Rotach[87] proposed an alternative
expression for the friction velocity within the roughness sublayer:

u z u C C z d* *
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1 3
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where u* is the friction velocity above
the roughness sublayer within the
inertial sublayer and C1 and C2 are
experimentally-determined constants.
Rotach[87] proposed equations for the
velocity variances that were non-
dimensionalized by the local friction
velocity eqn. (20).  In both cases, the
equations can be used to extrapolate
down to the canopy element height
using wind velocities or friction
velocities computed by the mesoscale
model at the top of the roughness
sublayer.  These methods could be
used to provide finer details within the
first grid cell for vertically-coarse
resolution mesoscale simulations or to
complement diagnostic wind models
by providing turbulence parameters
for dispersion modeling applications.
We are not aware of any area-average

formulations for the turbulent kinetic energy, eddy diffusivity, or
Reynolds shear stress below canopy height.

3.3.3  Drag approach
In mesoscale models using the k-ε or q2-l turbulence closure approach to
specify the eddy diffusivity, a turbulent kinetic energy production term
can be added to the tke equation to account for urban-induced turbulence,
(e.g., Brown and Williams[62], Maryuma[63], Urano et al.[64])
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compared to measurements
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urban areas (Roth[40]).



where tke = k = q2/2 = 1/2(<u2>+<v2>+<w2>) and ε is the dissipation
term.  This is the exact form of the tke equation without the closure
assumptions used in k-ε or q2-l modeling applied yet.  The last term is the
tke production term due to sub-grid urban canopy elements, where furb is
the urban fraction of the grid cell, Cd is a drag coefficient, a(z) is the
canopy area density, and U and V are the horizontal components of the
wind velocity.  The absolute value signs on the velocities insure that the
drag term is always a source of turbulent kinetic energy.  Little
justification has been given for the form of the tke production term,
except that it is dimensionally correct.  Figures 22 and 23 show the
impact of the drag term on tke levels in a mesoscale simulation over an
urban area.

Similarly, drag terms have been added to the modeled dissipation
equation (e.g., Maryuma[63])
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and the modeled q2-l equation (e.g., Yamada[60])
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where cε1, cε2, σe, E1, E2, and B1 are empirically-determined coefficients
and Sq is a stability-dependent factor. Note that the dissipation eqn. (22)
does not have a buoyancy term included.

Eqns. (21) and (22) are similar to those proposed by forest canopy
modelers (e.g., Wilson and Shaw[81])).  Liu et al.[82] proposed adding a
sink term to eqns. (21) and (22) to account for the accelerated cascade of
tke to small scales due to small-size leaf foliage.  It is not clear whether a
sink term is needed for urban canopies.  Ayotte et al.[88] incorporated
drag terms into a 2nd order turbulence closure model for vegetative
canopy flow.  From this type of modeling, one might be able to learn how
to better parameterize the first-order closure models described above.

For mesoscale models using empirical formulae for determination of
the eddy diffusivity, Km can be modified as a function of height using the
drag approach to account for building obstacle effects.  Based on an
approximated solution to a simplified form of the turbulent kinetic energy
equation, Sorbjan and Uliasz[59] obtained the following formula for the
eddy diffusivity within the urban canopy for neutral conditions:
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where Ec is the rate of urban-generated turbulent kinetic energy defined
by

E C a z U Vc d= ⋅ ⋅ ⋅ +( )1 2 2 2 3 2
( )

/
. (25)

This formulation results in a larger eddy diffusivity above urban surfaces
with precise values determined by the specification of the drag coefficient
Cd and the canopy area density a(z).  Sorbjan and Uliasz[59] did not
modify l within the urban canopy.

3.4 Heat equation

In this section, two possible modifications to account for urban effects in
the atmospheric conservation equation for heat are discussed.  The first is
radiative heating or cooling aloft due to pollution associated with urban
activities.  The second is related to ambiguities in  how to define the
urban surface and whether it is best to account for urban canopy heating
terms in the surface energy budget or in the atmospheric heat
conservation equation.

3.4.1  Heating aloft associated with urban pollution
Clearly, urban haze and smoke can impact the transference of short and
longwave energy through the atmosphere and thus impact the surface
radiation budget.  In addition, pollutant layers above the city can absorb
energy resulting in warming of  the air aloft and can emit energy resulting
in local cooling.  The modification of the thermal structure could lead to
changes in the heat island circulation and intensity.

In a 2-d numerical modeling study, Atwater[19] found that
carbonaceous aerosols resulted in a small amount of warming (0 to 0.5 K)
aloft over urban areas during the daytime.  Interestingly, however, he
found that over rural areas a 0.5-1.0 K heating aloft occurred due to
absorption of solar radiation.  The increased stability reduced the growth
of the mixed layer over the rural area by one-half.   The small amount of
heating over the urban area did not impact the mixed-layer growth and
Atwater[19] hypothesized that this was because the heat flux associated
with the pollutant layers was negligible compared to the anthropogenic
and other urban heat flux terms.  Using a more sophisticated Mie-



scattering radiation scheme, Yoshida and Kunitomo[89] found 0.5 – 1.5
K daytime heating aloft in a 1-d simulation of the atmosphere.  The
amount of warming was determined to be a function of aerosol diameter.

3.4.2  Urban canopy heating terms
The Reynolds-averaged form of the conservation equation for heat is
given by
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where Θv is mean virtual potential temperature, <ujθv> is the turbulent
heat flux, ρ is the density of air, Cp the specific heat capacity of air, and
RN is the net radiation (RS↓  - RS↑  + RL↓  - RL↑).  The last term represents
the flux divergence of net radiation and can be either a source or sink of
heat.

For a mesoscale model with adequate vertical resolution to resolve the
urban canopy layer, but with horizontal grid spacing on the order of
kilometers, it becomes somewhat ambiguous on where to define the
surface and how to spatially attribute heat sources due to buildings and
urban activities.  Rather than add the anthropogenic heating term to the
surface energy budget equation, Ca et al.[65], Urano et al.[64], Brown
and Williams[62], and Taha[57] assumed that the heat is released directly
to the air.  In addition, Brown and Williams[62] assumed that the rooftop
heat flux was emitted directly to the air.  As shown in Fig. 24, the model
grid cell can be divided into an urban fraction (furb) and non-urban
fraction (1-furb), and then the urban canopy fraction can be further
subdivided into roof fraction (froof) and “between-building” fraction
(fcnyn).  A modified heat equation is then obtained:
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where RNc is the net radiation within the canopy, B is the Bowen ratio
(sensible to latent heat flux ratio),  (1+1/B)-1 is the fraction of energy that
goes into heating the air, qroof is the amount of energy emanating from the
rooftop, and qurb is the anthropogenic heat flux in a particular height
interval.  In most prior atmospheric modeling studies, the roof and
anthropogenic heating terms have been accounted for in the surface
energy budget equation, not in the heat equation.

Urano et al.[64] included a height-varying anthropogenic heat flux in
the heat equation, however, they sub-divided the anthropogenic heat flux
into the heat and surface energy budget equations.  They split the
anthropogenic heat flux from vehicles equally between the heat and
surface energy budget equations, and allocated all the anthropogenic heat
flux from the 1st floor of buildings to the surface energy budget equation
and above the 1st floor to the heat equation.  They found that the vertical
distribution of heat significantly impacted surface temperatures in their
model simulations of the Tokyo urban heat island.  In principal, the
anthropogenic heat flux could be multiplied by the (1+1/B)-1 term,
however, in most studies it has been assumed that all the anthropogenic
energy goes into heating the air.

Brown and Williams[62] calculated the rooftop heat flux from

urban canopy
grid cell

fractioncnyn fractionroof

fractionurban1-fractionurban

Figure 24.  Illustration of how each urban grid cell is divided up into
urban and non-urban fractions.  The urban fraction is further sub-
divided into roof and canyon fractions (Brown and Williams[62]).
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where α roof is the rooftop albedo, εroof is the rooftop emissivity, and Troof is
the rooftop temperature.  Implied in eqn. (28) is the assumption that the
rooftop is infinitely thin and all solar radiation absorbed by the roof is
immediately reemitted as longwave and sensible heat, i.e., the roof has no
heat storage capacity.  Without further information, they assumed that the
rooftop longwave radiated at air temperature, clearly an underestimation
during the daytime.  For a better approximation, one could solve a
“surface” energy budget equation at rooftop and solve for the rooftop
temperature Troof.  In addition, inclusion of the heat flux from building
walls into eqn. (23) or at a minimum accounting for their extra surface
area in the surface energy budget equation might be important as well
(e.g., Voogt and Oke[90]).

The net radiation within the canopy is assumed to exponentially decay
as the ground is approached:

 R z R k bai zN NC h c
( ) exp[ ( )]= − ⋅  , (29)

where RNhc is the net radiation at canopy top, k is an extinction
coefficient, and bai(z) is the cumulative “building” area index (analogous
to the leaf area index) defined as

 bai z a z dz
z

hc

( ) ( ' ) '= ∫  , (30)

where a(z) is the canopy area density (note that the canopy area density
for drag, e.g., eqn. (17), is the surface area of the buildings perpendicular
to the mean wind per unit volume, while here the surface area is the plan
area of the buildings per unit volume).  The extinction coefficient k
should be a function of time of day as the sun angle changes.  The net
radiation approach described here is a modification of the forest canopy
parameterizations proposed by Yamada[60].  For that reason, it is
considered to only be a crude approximation for the net radiation
attenuation within the urban canopy.  Methods based on sky-view factor
or derived from explicit radiation balance modeling around clusters of



buildings should be considered in order to improve the radiation
attenuation formulation (e.g., Oke et al.[45], Mills[46], Ca et al.[65]).

Figure 25 shows near-surface temperatures over the El Paso/Ciudad
Juarez region from a simulation that utilizes the urban heating
parameterizations described above.  A several degree urban heat island
intensity is apparent.  Figure 26 shows the vertical potential temperature
profile of an idealized urban heat island simulation.  The profile shows a
well-mixed region within the canopy.

3.5 Surface energy balance

The surface energy balance is solved in order to define the surface
temperature, a boundary condition for the mesoscale model.  Typically,
the surface energy budget is defined at the ground plane by making a
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balance equation for the amount of incoming and outgoing energy.  For
urban areas, it is difficult to specify exactly where the ground is located:
is it at street level running under the buildings, a surface that follows the
contours of the building surfaces, a horizontal plane that is defined at
rooftop?   In principal, separate energy balance equations could  be
solved at rooftop, on building sidewalls, and at street level as in the
microscale models of Arnfeld[43], Mills[46] and Ca et al[65].  This is not
practical for typical mesoscale modeling applications, as the level of
detail needed to define the building layout for an entire city is typically
not readily available (if one could define “typical” building
configurations for different types of urban landuse (e.g., downtown, high
density residential, low density residential, commercial, residential)
and/or as a function of height-to-width ratios or canopy area density, then
this approach might be more practical for mesoscale applications).

Eqn. (2) has been used by many mesoscale modelers for defining the
surface energy budget over urban areas, with and without the canopy
storage and anthropogenic heat flux terms.  This method places a control
volume around the canopy elements, computes the heat fluxes at the top
and sides of the box, and assumes that there is a canopy heat storage term
within the volume.  A simple, straightforward approach for accounting
for the urban impact on the surface energy budget eqn. (2) has been
outlined by Taha[57] and Perez-Garcia and Nickerson[58].  They
incorporated the objective hysteresis model of Grimmond et al.[92].  This
model defines the urban canopy storage term ∆Q S in eqn. (2) as a
function of the net radiation Q* based on experimental measurements:
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where a, b, and c are empirical coefficients associated with landuse, n is
total number of landuse types, and Ai is the area fraction of the particular
landuse within the area of interest (e.g., model grid cell).  Taha[57]
incorporated the anthropogenic heat flux term into the lowest grid cell of
the heat equation, however, and added a soil heat flux term QG in the
surface energy budget and scaled it by the non-urban grid cell fraction (1-
furb).



However, although this method of enclosing the urban canopy
elements within a control volume is conceptually appealing and useful for
understanding the partitioning of the energy budget, it is not particularly
amenable to mesoscale model applications where one wants to solve for
the meteorological fields within the urban canopy.  In Brown and
Williams[62], the surface energy budget equation is defined at ground-
level and is slightly different than that given by eqn. (2):
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where αG is the ground albedo in the non-urban area, and ∆RL is the net
longwave radiation, RNhc is the net radiation at canopy height, k is an
extinction coefficient, and bai(z=0) is the cumulative building area index
as defined in eqn. (30). As discussed in Section 3.4, the model grid cell
was divided into urban and non-urban fractions, and then the urban
fraction was subdivided into canyon and rooftop fractions.  The first term
on the right hand side on the second line represents the net longwave and
net shortwave radiation in the non-urban fraction of the grid cell, while
the last term represents the fraction of the solar and longwave radiation
that reaches ground-level in the urban canyon fraction of the grid cell.
Following the forest canopy work of Yamada[60], it is assumed that the
grid-cell averaged net radiation falls off exponentially in the urban
canopy.  The solar radiation that is intercepted by the rooftops is assumed
to be converted to heat and then directly emitted into the air through the
heat eqn. (27), therefore the rooftop fraction of the solar radiation is not
put into the surface energy budget eqn. (32).

As in many of the modeling studies cited in Section 2, the advective
term ∆QA was omitted from surface energy budget eqn. (32) because the
mesoscale model explicitly accounts for heat advection.  In addition, the
anthropogenic heat flux Qf was put into the heat eqn. (27) rather than in
the surface energy budget eqn. (32).  The reasoning for this was that the
anthropogenic heat flux is emitted into the air (e.g., heat loss from
buildings, vehicle-related heat emissions) and its distribution with height
could be better accounted for in the heat conservation equation.  The



anthropogenic flux term will still impact the surface energy budget, but
indirectly through heating of the air aloft and changing the magnitude of
the flux terms, most notably the sensible heat flux QH.

The soil or ground heat flux can be approximated by
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where Ks is the soil diffusivity and the soil temperature gradient at the
ground can be obtained solving a one dimensional heat conduction
equation in the ground.  Ks is typically modified to account for the
diffusivity properties of urban materials.  One might also consider
variation with depth in the urban materials, for example, a street would
have an asphalt layer overlying a road bed of packed soil or a wall might
have an outer plaster layer and then wood, insulation, and/or dead air
space underneath.

Here we wish to clarify that QG is the energy flux into and out of
ground and urban surfaces (asphalt, concrete, masonry, etc.), while Qf is
the energy flux from human activities, primarily the heat released from
energy use.  So Qf includes heated air escaping from buildings to the
atmosphere, while QG also includes energy fluxes from the building
surfaces, but just that component associated with the heat received from
the atmosphere (in the form of short and longwave radiation).  In
practice, it may be difficult to distinguish between the two fluxes when
measured experimentally.  In addition, it might be prudent to subtract off
the roof fraction from the soil flux term in eqn. (32), so that only the
ground heat flux occurs for the non-urban and street canyon ground
surfaces.  However, as pointed out by Voogt and Oke[90], the extra
surface area associated with the non-anthropogenic heat flux into and out
of building walls should be considered in the heat balance eqn. (32).
Hence, the overestimation of the surface area in the first case and the
underestimation in the second case may offset one another.

As an alternative to solving the heat conduction equation, the simpler
force-restore method can be used to compute the surface temperature
(e.g., Kimura and Takahashi[53], Carissimo[54]):
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where ΘG is the ground surface temperature, ω = 2π/24, k is soil heat
conductivity, Cp is soil heat capacity, and ΘD is the deep soil temperature.

The final terms in eqn. (32) that need to be evaluated are the sensible
and latent heat fluxes

 Q C uH p= −ρ * *Θ   and (35a)

 Q L u qE v= −ρ * * . (35b)

They are typically evaluated using Monin-Obukhov similarity
relationships to define the friction velocity u*, the temperature scale Θ*,
and the water vapor scale q* , i.e., eqn. (8) and

 Θ Θ Θ Ψ( ) ln ( / )*z z z z LG o ht
− = ( ) −{ }κ

, (36a)
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where Lv is the latent heat of vaporization, ΘG and QWG are ground level
temperature and mixing ratio of water vapor, respectively, Pr and Sc are
the turbulent Prandtl and Schmidt numbers, respectively, z0t and z0v are
the roughness lengths for temperature and water vapor, respectively, and
Ψh and  Ψv are stability correction functions.  The heat balance eqn. (32)
can be used iteratively with eqn. (36a) to solve for the ground-level
temperature ΘG.

Determination of the latent heat flux is problematic since its
magnitude depends on QWG, which depends on the underlying moisture
content of the surface.  Oke[23] gives equations for the surface water
balance, but since the moisture content of urban areas is a function of
recent weather, watering practices, and urban cover, it is very difficult to
simulate the water balance.  Often rather simplifying assumptions are
used to specify the latent heat flux.  For example, Brown and



Williams[62] and Ca et al.[65] specify a Bowen ratio for the urban
canopy, so that the latent heat flux is calculated directly from the sensible
heat flux:

Q Q BL H= / . (37)

Mochida et al.[53], Kimura and Takahashi[52], and Atwater[19] utilized
similar moisture availability equations to compute QWg.  Mochida et
al.’s[53] version is

Q q q z q q zwg g sat= = + −( ) ( ( ))β , (38)

where β, the moisture availability constant, is specified for different
landuse types and varies from 0 for dry surfaces to 1 for water bodies and
qsat is the saturation water vapor mixing ratio at the surface temperature.
Basically eqn. (38) says that the ground can act as a source of moisture
(qsat) and that the flux of moisture is proportional to the difference
between the amount of moisture in the ground and the amount in the air
(qsat-q(z)).  In general, β is small for urban landuse and larger for
vegetated and moisture laden landuse.

An important item to note is that Monin-Obukhov similarity is being
used to specify boundary conditions at the surface within the urban
canopy.  As discussed earlier, Monin-Obukhov similarity falls apart in
the canopy layer.  However, without alternative “theories” there is no
other recourse as the surface boundary conditions must be specified in
order to run the numerical model.  Research on alternative
approximations for how to specify area-averaged surface fluxes within
the canopy layer would be extremely valuable.

4.  Practical difficulties

4.1 Parameter specification

The drawback of potentially more universal, in-depth urban
parameterizations is that there is often a corresponding need to specify



more or new parameters.  A major challenge lies in determining the
different coefficients that are needed for the urban canopy
parameterizations.  Data is often sparse and may contain large
uncertainties.  As outlined in Sections 3.2 and 3.3, the advantage of using
the urban roughness approach to account for some of the effects of the
urban canopy is that there are numerous references on the roughness
length z0 and displacement height d for urban areas.  However, there still
is quite a bit of uncertainty in the specification of even these parameters
(e.g., Grimmond and Oke[77]) and the method cannot account for many
of the within-canopy effects of buildings.  In this section, we give typical
ranges for some of the parameters needed to implement the urban canopy
drag, heating, and surface energy budget parameterizations as given in
eqns. (17), (21), (27) and (32).

Landuse.  Urban landuse needs to be specified as a function of space
within the mesoscale modeling domain.  In the approach of Brown and
Williams[62], the fraction of the horizontal grid cell area occupied by
urban landuse furb needs to be defined.  In the approach of Ca et al.[65]
and Maruyama[63] the fractional volume occupied by buildings needs to
be determined for each grid cell.  The area fractions can be evaluated
from landuse datasets which are often freely available online (e.g., the
USGS Landuse/Land Cover dataset).  These datasets, however, can be
outdated and there is often ambiguity in determining the urban fraction
based on the given landuse categories.  Determination of the building
volume fractions would require specialized datasets or some mapping of
typical landuse categories into volume fractions.

Many of the urban parameters are a function of the urban landuse type
or building density and therefore it may be useful to break down urban
landuse into finer sub-divisions.  Brown and Williams[62] have divided
the urban landuse into four classes:  downtown/city center,
industrial/commercial, residential with mature trees, and residential w/out
mature trees.  The principal distinguishing characteristics between these
categories are built vs. green space fractions, canopy height, and building
density.  The canopy height is utilized in defining the depth through
which the urban canopy impacts the flow field through such parameters
as the canopy area density a(z).  In addition, the surface energy budget
and heat conservation equation parameterizations given by eqns. (27) and



(32) require specifying the building rooftop and street canyon fraction of
the grid cell area.  Although these quantities are site-dependent, Table 1
provides typical ranges found in the literature.

Surface Properties.  A number of landuse-dependent surface
properties are needed for the urban surface energy balance eqn. (32).  For
example, an extinction coefficient or sky view factor should be utilized in
determining the net radiation attenuation within the urban canopy.
Specification of the Bowen ratio or moisture availability coefficient is
especially problematic as their value depends on weather and city
watering policy, but generally a larger Bowen ratio and a smaller
moisture availability coefficient is expected as the urban fraction
increases.  Residential areas, in general, should have more moisture
availability than downtown, industrial, or commercial areas. A range of
measured values is given in Table 1.  One could try to model the urban
water balance, but this is often beyond the realm of atmospheric
mesoscale modeling.

Urban and rooftop albedo and emissivity measurements cover a wide
range of values as well and generally have not been broken down by
urban landuse type.  However, albedos specific to different types of
building rooftops have been published in the literature (e.g., Oke[23]).
There can be some ambiguity in what measured albedos represent, i.e., do
the measurements include the effect of building wall reflections (a sort of
area-average urban albedo) or is it representative of a particular surface
(such as an asphalt road or a tile roof)?  It is often stated that the albedo
of urban areas is lower due to multiple reflections off building walls that
effectively “capture” more of the incoming solar radiation.  The specified
albedo needs to be compatible with the particular urban parameterization.
For example, an area-average urban albedo will not be appropriate for a
method that tries to incorporate wall reflection implicitly or that
computes rooftop albedo separately.

Molecular Properties. Urban values for density, heat capacity, and
thermal conductivity are needed to compute the ground flux in the surface
energy balance.  Values for specific building materials (e.g., steel, brick,
concrete, asphalt) can be found in the literature (e.g., Oke[23]).
However, in general, area-average values are needed that consider the
fraction   of   urban  and  vegetated  landuse  within  a  grid  cell,  and  the



Table 1.  Urban Landuse Properties

 downtown/city center     industrial/commercial           residential
furban             0.8-1.0                             0.9-1.0             0.5-0.7
froof             0.3-0.4                             0.3-0.4           0.15-0.25
fcnyn          est. 0.5-0.6            est. 0.6-0.7           0.15-0.4
hc [m]            15-100’s                               5-25                            5-15
Bowen ratio 1.5-∞                              1.5-∞                          0.5-1.0

urban albedo                              0.10-0.27 (avg. 0.15)
urban emissivity                 0.85-0.96 (avg. 0.95)
roof albedo                              0.08-0.35
roof emissivity                              0.90-0.92

representative fractions of building materials.  Brown and Williams[62]
have used ρ =2300 kg/m3,  Cp = 880 J/(kgK), and k = 1.2e-06 m2/s for all
urban land-use types in the surface energy budget balance.  When
converted to thermal admittance (ρCpk

1/2), these values fall within the
800-3000 range given by Oke (1987).  One might consider having
separate molecular property values for walls, roofs, and streets, for
example, if the fractions of each within each grid cell can be determined.

Drag Coefficient.  The drag force in the momentum eqn. (17) and the
turbulent production term in the tke eqn. (21) are linearly dependent on
the magnitude of the drag coefficient CD.  Hoerner[68] lists CD  values
ranging from 0.7 to 1.5 for different size and shape buildings.  Although
there should be dependence on number, spacing, height, and shape of
buildings, as well as approach flow angle, Brown and Williams[62] use
an average value of 1.0 for all urban landuse categories.  One might also
expect that the drag coefficient will decrease in regions where buildings
are closely spaced and the building heights are all about the same height,
and increase when building heights change relative to one another.  For
comparison, Yamada[60] used a CD = 0.2 for trees.  Irvine et al.[93] and
Shaw and Schumann[94] deduced values of 0.20 and 0.15, respectively,
for forested areas.

Canopy Area Density.  The height dependence of the drag force and
turbulent kinetic energy production is controlled through the canopy area
density term a(z).  There are numerous measurements of a(z) for different



vegetative canopies (e.g., Arya [69], Watanabe and Kondo [95]), but we
have not found a(z) profiles in the literature for the urban canopy.
However, in earlier studies Brown and Williams[62] hypothesized a
pyramid-shaped canopy area  density profile for a mixed distribution of
buildings (see Fig. 27).  They use a mix of the pyramid and fir tree shapes
for residential areas with mature trees which several authors have
indicated may in fact be better described by a forest canopy (e.g.,
Oke[96]). The canopy area density profiles are described by analytical
functions so that the cumulative canopy (leaf or building) area index eqn.
(30) can be easily computed.

There clearly is a lot of uncertainty in the values of the above
parameters.  More analysis of urban datasets needs to be performed in
order to better prescribe these parameters.  In addition, high resolution
modeling could be performed to determine some of the coefficients (e.g.,
the drag and extinction coefficients) as functions of building
configuration, for example.  Sensitivity tests, like those being done by
Leach and Chen[97], need to be performed as well in order to determine
what coefficients need to be specified more precisely.
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Figure 27.  “Shape profiles” used for describing the canopy surface
area density a(z) [m2/m3].  Four parameters are needed for describing
the profiles: canopy height, base height, base surface area density, and

foliage surface area density.



4.2 Validation
One of the major difficulties in testing the urban canopy parameteriza-
tions is in the comparison of area-averaged model results to measure-
ments that  are typically representative of a point in space.  From point-
to-point within the urban environment, the local impact of buildings and
landuse can vary dramatically.  For example, the wind speed can be very
strong on one street due to channeling, but on a side street be very weak
and in the opposite direction due to street canyon vortex formation.  Or,
on the sunny side of a street overlying asphalt, the near-surface air
temperature could be very warm, whereas on the opposite side of the
street in the shade overlying a strip of vegetation the near-surface air
temperature could be dramatically lower.  Hence, individual measure-
ments can be misleading when assessing the impact of the urban canopy
and can prove difficult to use for model validation.

For urban canopy parameterization validation, field experiments need
to be designed such that enough measurements are taken to properly
represent an area average or sensors should be ideally placed to represent
an upstream area rather than a local microscale feature.  However, in
practice this is difficult to do due to limited resources.

Another option is to numerically simulate at high resolution the fluid
flow, thermodynamics, and/or surface energy budget around groups of
buildings.  For example, a detailed radiation balance could be performed
using models of the type developed, for example, by Arnfeld[43] and
Mills[46] and then area-averaged results could be obtained for different
building configurations. Figure 28 shows the area-averaged flow field
produced by a computational fluid dynamics model around a 3-d array of
obstacles.  Velocity profiles computed with a mesoscale model
incorporating urban parameterization could then be compared to the CFD
result in order to test, for example, the drag coefficient value.



5.  Conclusions

Urban parameterizations developed for use in mesoscale meteorological
models to account for the area-average effect of drag, turbulence
production, heating, and surface energy budget modification induced by
buildings and urban landuse have been described.  It was shown that the
city impacts the surface energy budget and the dynamic and
thermodynamic flow fields.  Urban areas are typically warmer than the
surrounding country side at night and the heat island may result in
thermodynamically-driven winds.  The buildings in urban areas also
create drag and produce turbulence, effectively changing the flow
dynamics within and above the urban canopy.  Being able to simulate
these urban effects in mesoscale models is important for many
applications.

building ht.

obtained using CFD model results

obstacle
drag

speed-up due
to channeling?

Figure 28.  Top view of obstacle layout (left) and area-averaged
velocity profiles computed by computational fluid dynamics model

with and without obstacles (right) (Smith[98]).



Modifications to the surface energy budget and heat equation to
account for urban influences were described, including approaches that
accounted for radiation attenuation, anthropogenic heating, and urban
surface properties.  Drag and turbulence parameterizations with different
levels of sophistication were covered as well, including the surface
roughness, attenuation, and the drag coefficient approaches.  It was
argued that the traditional surface roughness approach is not appropriate
for some applications, specifically when one is interested in computing
the area-averaged flow fields within the urban canopy.  The attenuation
approaches were found suitable as a method for diagnostic wind models
or vertically-coarse resolution prognostic simulations.  Additional work,
however, needs to be done in determining the coefficients for urban areas
in order to make this approach practical.  The drag coefficient approach
was described as being useful for mesoscale modeling when the urban
canopy layer is resolved by the model.  In theory, it is capable of
correctly simulating the area-average wind and tke profile variation with
height within the canopy layer.  The drawback to this approach is the
number of parameters that need to be specified, some of which are not
known with high precision.  Uncertainties in parameter specification and
difficulties with testing the parameterizations were covered.  Future work
using high resolution CFD and surface energy balance models was
proposed in order to test the parameterizations and specify some of the
parameters.
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